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1. Introduction

In the last years the probabilistic approach to speech recognition has allowed the development of high-
performances large-vocabulary speech recognition systems {1] [2]. At the IBM Rome Scientific Center a
specch-recognition prototype for the Italian language, based on this appmach, has been built. The prototype
is able to recognize in real time natural-language sentences built using a vocabulary containing up to 20000
words. [4]. Once and for all the user has to perform an acoustic training phase (about 20 minutes fong),
during which he is required to utter a predefined text. Words must be uttered inserting small pauses (a few
centiseconds), between them. The prototype architecture is based on a personal computer equipped with
special hardware. The first system we developed was aimed at a business and finance lexicon. Many labora-
tory tests have shown the effectiveness of the prototype as a tool to create texts by voice. After a first phase
duting which in-house experiments were carried on [5], the need arose to test the system in real work
enviroments and for different applications. Two applications were considered: the dictation of radiological
feports and of insurance company documents. Due to their characteristics, these applications seemed to be
very well suited for our purposes. Since the vocabulary of the recognizer must be predefined, we had to
adapt the system to the lexicon required by the new applications. The paper describes the techniques devel-
oped to efficiently adapt the basic component of the recognizer: the acoustic and language models. The
results obtained experimenting automatic text dictation during real work are also presented.

2. System structure

To understand the steps necessary to perform the system adaptation a brief outline of its basic c structure is
needed. In the pmbabdnhc approach to speech rocognition we look for the sequence of words W which has
the highest probability given the acoustic information A extracted from the observed signal [1]. In our case
theaoousbcﬂgmluasequenoeofmu:labdscxtmtedfmmthcslgnalevetyecnu\eoondmdmpms
cating the encrgy content of the signal in 20 frequency bands.

Applying the Bayes theorem we can write:

— - PAIWPW
P(WlA)=="——-——-°( i,(%)( ) )]

where P(_A | Wl_:s the probability that the sequence of words W will produce the ¢ sequence of acoustic infor-
mation 4. P(W) is the a priori probability of the sequence of words W. P(A) is the ptobafnhty of the
sequence of acoustic information 4. We seek the maximum of the above expmsaon with respect to W. We
can 1gnon: P(A) because it does not depend on W . Therefore we need to maximize the numerator of the
expression ().

As a consequence of equation (1), the recognition task can be viewed as composed by four components:

1. an acoustic processor to extract the acoustic information A from the speech signal;
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2. an acoustic moddl to compute the probability P (4 | W) ;
3. a language model to compute the a-priori probability P (W) ;
4. an efficient scarch strategy, to find, among all possible sequences of words ¥, the most probable one.

While the signal processing stage and the search strategy can be considered as vocabulary-independent, both
the acoustic and the language model depend on the application which the system is aimed for, so they must
be adapted to the lexicon of the new application. In the next paragraphs we will present the structure of the
models and the techniques employed to adapt them.

Acoustic Model

The acoustic model task is to compute P (4| W) . The approach currently employed for the acoustic model
is based on hidden Markov models that are finitc state automata {3}, For every time slice the model takes a
transition from the current state 1o onc of the allowed states (the transition can also produce no state
change). Tor each transition an acoustic label is produced {1]. Both the transitions and the label emission
occur according two probability distributions which depend on the current state only. These models are
called hidden because it is only possible to observe the sequence of acoustic symbols produced, while the
sequence of states is unknown.

Each word belonging to the vocabulary is represented by a different model. To allow speech recognition for
a very large vocabulary, the basic speech units modeled by the Markov sources are associated to the basic
sounds of the language. So an alphabet of acoustic units must be defined to represent the basic sounds of
the language. Examples of acoustic units used for speech recognition are: syllables, diphones, phones. We
choosc the phone as phonetic unit. The basic sounds of the Halian language were described by a set of 56
phonetic units [4]. For each phonctic unit a Markov model representing its pronunciation has been created.
In our system all the phonetic units have the same topological structure. The distinction between different
sounds is left entirely to the probability distributions, namely, to the parameters of the model. The compu-
tation of the parameters is accomplished during the acoustic training phase employing the predefined text
uttered by the uscr. The model for each word is built by the concatenation of the Markov sources corre-
sponding to the string of phonetic units forming its pronunciation.

Language Model

The task of the language model is to compute P (W). The computation is perfformed in the following way:
N
POy = [Povtwi vy @)
I=1

This is the so-called trigram language model[2] : it contains the approximation of considering equivalent all
the sentences ending with the same couple of words w,_,w,_, . The number of possible trigrams is so large
that is practically impossible to collect the amount of data needed to estimate the probability of each of
them. To overcome the problem, an interpolation between different probability distributions is performed.
Three different distributions are computed for trigrams, bigrams and unigrams. The probability of word w;
given the words wy and w; is estimated as follows:

Plw; lwywy) =
Cwywyws) Clwaw3) Clwy) 1
3 2 +4, Ao 57
Cwywy) C(w,) N 4
where C (w, ..., w,) is the number of times the word string wy, ..., w, was observed in the training data and V

is thc number of words in the vocabulary. The 1 coefficients are estimated using the expectation-
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maximization algorithm {9]. The trigram language model is an effective tool to represent the linguistic con-
straints for speech recognition purposes; on the other hand it requires a large amount of training data. The
larger is the training corpus, the higher is the recognition rate [10].

Pesplexity is a typical measure of the predictive power of a language model [11]. It estimates the average
number of words that are considered equiprobable by the model. Of course, if the language model is not
used, the perplexity value equals the vocabulary size.

..

OO

Vocabulary definition

PO

In our system the vocabulary is predefined; this means that the choice of the vocabulary is a crucial step for
the system performances.

In the first version of our prototype a vocabulary containing more than 20000 words was used. It is aimed
at the dictation of economy and finance reports. [5]." The 20000 words were choscn as the most frequent
ones in a corpus containing 44 millions of words composed by articles from the most important Italian
economy and finance newspaper (I Sole 24 Ore), articles from an economy and finance newsmagazine (//
Mondo), and press agency news. . The coverage of this vocabulary computed on a disjoint corpus was 96.5%.
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3. System adaptation

To build a speech recognition system for a new application, we need:
* to definc the vocabulary;
* to adapt the acoustic and language modcls.

While the adaptation of acoustic and language modcls can be automatized, the choice of vocabulary depends
on factors like the lexicon of the application and the size of the available text. Thus in the next paragraphs,
it will be described the tools that have been created to make the required adaptations easy and quick.

Acoustic model adaptation

We have just scen that each word is described by the concatenation of the Markov models of phonetic units
forming its pronunciation. According to the chosén technique, the first siep in adapting the system to new
application, is to perform the phonetic transciption of all the words in the new vocabulary. To limit the
number of words that must be transcribed, a large database was built containing all the words and the pho-
fietic transcriptions used in previous vocabularies. By using the database it is possible to find all the words
for which a new phonetic transcription must be supplied.

Usually, the phonetic transcription is performed manually. It is a very expensive process and for Jarge
vocabularies the transcriptions could contain errors. We tricd to make the phonetic transcription process as
automatic as possible. The systems that have been proposcd to solve the problem of automatic phonetic
transcription are based on rules [6] [7] or on automatic learning from training data [8]. Actually, these
systems cannot provide the accuracy required for automatic specch recognition. * This is due both to the
complexity of the problem and to the difficulty to describe all the possibilities with a limited set of rules. We
employed a different technique from the mentioned ones. ‘We scparated phonotactical knowledge (well
described by a limited sct of rules) from Iexical knowledge (based on experience and not suitable for a formal
description). Given the string represeating the orthographic form of the word our system produces a set of
phonetic transcriptions for that word, which are the ones that can be obtained applying our set of rules for
the grapheme-to-phoneme translation. The user can choose manually the correct transcription on the basis
of his lexical knowledge. Grapheme-to-phoneme translation for the Italian language has a rclatively low
uncertainty. A set of 78 rules allows to describe all the ambiguitics. Each rule consists of a left part and a
right part. The Icft part consists of a grapheme string and its (possibly empty) left and right graphemic
contexts; the right part consists of the st of possible phonetic transcriptions for the graphcme string. The




384

set of transcriptions produced applying this set of rules is then pruned by means of a set of global rules
{which, for example, reject all the transcriptions which do not have one and just one stressed vowel). The
right phonetic transcription always belongs to the resulting set. The average number of phonetic tran-
scriptions per word is S. Using this method it was possible to adapt rapidly the recognizer to the new appli-
cation. The quality of the produced transcriptions was at least cqual to a completely manual phonetic
transcription.

Language model adaptation

The language model is built following the previously described technique.  We have created a software struc-
ture that takes a dictionary and a corpus as a starting point and give the probability estimations as output:

Plw; | wywy)

for any word wa, given the context w,, wy.

4. In-house lest. for the new application

Before experimenting the specch-recognizer in a real environment we needed to pedform in-house tests to

assess the recognition rate of the system when used to dictate pre-defined texts. To perform the experiment

Usually, the text is built manually trying to represent a large number of different contexts using the smallest
number of sentences. To avoid this manual process a procedure has been built to prepare the test automat-
ically, so it is possible to select cfliciently a sct of sentences containing phonetic contexts typical of the appli-
cation and suitablc 1o assess the accuracy of the recognizer.

This preliminary study on the usage of a voice-activated text editor indicated that large-vocabulary speech
recognition can offer a very competitive alternative to traditional text entry. It is likely to be well accepted
even by uscrs who have a large expericnce in keyboard text entry. The results {error rate 2-3%) show that
the system could be a revolutionary tool, for example, for the office of the future, but poses unprecedent
human factors problems. These experiments have been very useful for us, because they have suggested, for
example, improvements to the system interface and the need of some special keys to make casy the revision
and the correction phascs.

5. Real-work applications

Two distinct application areas were considered: medical report dictation and office (insurance company) doc-
uments and memos creation. We will describe separatcly how the vocabulary of each application was built.
The economy and finance lexicon is quite different from the lexicon required to dictate radiological reports,
while it has some similarities with respect to the Iexicon used in the insurance company reports.

In the first casc the vocabulary was sclected by using a corpus containing only radiological reports; in the
socond case the vocabulary was built taking the cconomy-finance vocabulary as a starting point.

Radiological Reports Vocabulary :
The available corpus contained about 5 million words collected in four different hospitals. The hospital
where the experiment was performed provided us with a corpus comntaining 50000 words

‘The first problem was the choice of the vocabulary size. We adopted the criterion of analyzing the variation
of the coverage with respect to the vocabulary size (figure 1).
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Figure 1. Coverage of corpus as function of vocabulary size

A vocabulary containing 5000 words scemed to us a reasonable trade-off between the need to reach high

coverage and the need to have enough data to estimate the language model parameters.
Oncol‘themainchwtcristicsfoundintlﬁsldndoflexiconwasthepmmeeofasaofwordspewﬁuto

the report dictation process at each location. To make the recognizer well suited to the needs of the exper-

imenter all the 3200 different words found in corpus provided by the hospital where the experiment was
performed, were included in the vocabulary. The vocabulary was completed adding 1900 words which were 1
the most frequent ones in the other corpora not included in the previous list of 3200 words. The resulting

vocabulary had a 100% coverage on reports from the experiment Jocation and 97.5% coverage on other

reports. ' |

Insurance Company Reports Vocabulary

The sclection of the words to be used in this vocabulary was performed by analyzing a corpus containing 1.5
million words provided by the insurance company. There was a certain similarity between this lexicon and
the economy and finance one: the coverage obtained by economy and finance vocabulary (20000 words) on
insurance corpus was 95.2%. The 15000 most frequent words of economy and finance vocabulary were
sclected and the 3100 most frequent words found in insurance corpus were added. The resulting vocabulary
showed a 99% coverage on insurance texts and a 95.7% coverage on economy and finance ones.

s

i, 2



386

Language models informations

Table 1. Language models characteristics

Parameter Radiology Reports Insurance Reports
Vocabulary size 5100 18100
Training data 43 1.5 + 40
Miltions of distinct trigrams 0.62 34
Millioas of distinct bigrams 0.19 23
Perplexity 38 18

The radiology reports language model was trained using 4.8 million words. For the insurance company
feports a corpus containing 1.5 million words typical of the application was merged with 40 million words
extracted from the cconomy and finance corpus. In the table the most significant parametcers of the Jan-
guage models are reported.

6. Results

'In the following paragraph the results obtained experimenting the two prototypes during real work are
reported.

Radiological Reports Dictation :
Four doctors have uscd the recognizer during their every-day work to prepare the reports to be delivered to
the patients. No one had any difficulty in juserting short pauses between words. The doctors dictated 150

reports containing more than 12000 words. The vocabulary coverage for the dictated reports was 98.6%.
Table 2 reports the results of the experiment.

Table 2. Radiological reports dictation

Speaker Number of reports Error rate Speaker’s errors
spl 25 1.7% 1.4%

sp2 14 2.0% 1.2%

sp3 76 3.5% 0.9%

spd 35 5.0% 3.2%

The eror rate is referred to the number of errors donc by the recognizer without taking into account errors
due to words not included in the vocabulary. The speaker’s error rate is referred to the errors due to misuse
of the recognizer (wrong commands, absence of pause between words, ctc.). The global error rate can be
computed summing the numbers in the third and fourth column of the table. We can see that the
recognizer’s performances range from 90.5% to 95.6% of accuracy.
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The experimentation was carried on by five different users who dictated more than 8000 words. The vocabu-
lary coverage on the dictated text was about 99%. Table 2 reports the results obtained in this case.

Table 3. Insurance pany reports dictati

Speaker Ervor rate Speaker’s error rate
spl 1.9% 1.0%

sp2 1.4% 0.5%

sp3 14.0% 2.0%

spd 7.4% 1.5%

sp$ 2.4% 0.8%
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